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ABSTRACT
Landscape mapping has the potential to address some of the most pressing research issues of 
our time, including climate change, sustainable development, and human well-being. In this 
paper, we propose an original method that lays the foundations for landscape mapping and 
overcomes some of the major limitations of existing biophysical methods. Based on the 
assumption that the primary components of the landscape can be extracted directly from 
the radiometric information of satellite image time series, this paper presents a new approach 
to landscape characterization and mapping based solely on remote sensing data. The approach 
relies on a conceptual model, which links the description, characteristics, structure and func-
tions of the landscape to a set of Remote Sensing-based Essential Landscape Variables (RS- 
ELVs). The RS-ELVs are then processed according to geographic object-based image analysis 
(GEOBIA) approach to produce a radiometric landscape map. The model and the remote 
sensing data processing chain are tested on a case study in central Madagascar (about 13 
000 km2) composed of contrasting landscapes resulting from different climatic conditions and 
agricultural practices. The RS-ELVs are extracted from MODIS image time series for the tem-
poral and spectral variables, and from MODIS and Sentinel-2 images for the texture variables. 
The parameterization of the segmentation and clustering algorithms is determined by statis-
tical optimization. The final result is a radiometric landscape map in six classes. The landscape 
classes are then characterized using an independent set of remote sensing variables, a global 
land cover map and ground observations. The approach successfully identifies and delineates 
the gradient and major landscape types of the complex region of central Madagascar, con-
firming our initial hypothesis. The production of such radiometric landscape maps opens the 
way for integrated territorial development, including the planning and protection of the living 
environment and human well-being, and the implementation of sectoral policies.
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1. Introduction

Due to the multidisciplinary nature of landscape stu-
dies and their almost infinite variability, the simplifi-
cation of landscapes into spatial units is a complex 
task, but nevertheless important for communication in 
management and research (e.g. Bunce et al. 1996; 
Hazeu et al. 2011; Turner and Gardner 2015). 
Landscape mapping is a cornerstone of the integrated 
territorial development, including the planning and 
protection of the living environment and human well- 
being (e.g. Reed, Ros-Tonen, and Sunderland 2020), 
and the implementation of sectoral policies such as the 
green and blue infrastructures (Bourget and le Dû- 
Blayo 2010; Sun, Wei, and Han 2022). Landscape 
characterization and mapping is also important in 
biogeography and ecology (e.g. Cullum et al. 2016) to 
guide the setting of conservation priorities, or to better 
understand and manage biodiversity (e.g. Préau et al.  

2022). More generally, landscape mapping is very 
valuable for identifying and mapping key natural 
resources, such as water, minerals, and forests to 
inform decisions on how to manage these resources 
in a sustainable manner (cf. the emerging field of 
“landscape agronomy”; Rizzo, Marraccini, and 
Lardon 2022). Enhancing landscape mapping by 
dividing it into distinct units significantly enhances 
the representation of the complex interplay between 
biophysical and human factors across the land. Not 
only does this characterization better capture the het-
erogeneity and spatial variability of these factors, but it 
also offers substantial utility in model processing. By 
assigning specific attribute values to each delineated 
unit, biophysical models gain a heightened ability to 
simulate and analyze the intricate interactions and 
dynamics of various processes existing within the 
landscape (Opdam et al. 2018). For instance, 
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employing this approach greatly benefits simulations 
such as crop models (Leenhardt et al. 2010). 
Furthermore, the application of land stratification 
techniques plays a crucial role in refining satellite 
image classification accuracy by mitigating the inher-
ent heterogeneity of class signatures, as exemplified in 
studies by Bellón et al. (2018) and Cano et al. (2017).

The review proposed by Simensen, Halvorsen, and 
Erikstad (2018) provides a good overview of the meth-
ods used for landscape characterization and mapping 
(LCM). The review proposes three groups of metho-
dological approaches: 1. A holistic approach, generally 
based on visual landscape (from ground photographs 
or satellite images) and surveys of human perception 
(e.g. Tenerelli, Püffel, and Luque 2017; Tveit, Ode, and 
Fry 2006; Yazici 2018); 2. A holistic-biophysical meth-
odology, based on an upscaling/bottom-up approach 
of a priori selection (based on expertise) of geo- 
ecological and land-use-related characteristics of the 
landscape (e.g. Koç and Yılmaz 2020; Mücher et al.  
2010; Silva et al. 2020); 3. Biophysical methods, in 
which the landscapes are characterized using multi-
variate statistical analyses or hierarchical clustering 
techniques of a large number of physical landscape 
attributes (e.g. Cabral et al. 2018; García-Llamas et al.  
2016). The frequency of use of these three LCM meth-
ods tracks the development of advanced statistical 
analysis methods, geographical information systems 
(GIS), and the accessibility of open environmental 
databases (Simensen, Halvorsen, and Erikstad 2018). 
More recently, artificial intelligence has been added to 
the list of the methods, as shown in van Strien and 
Grêt-Regamey (2022) who generated a landscape 
typology for Switzerland by applying an unsupervised 
deep learning method to environmental-demographic 
data and satellite images. Hence, all these approaches 
have limitations. For example, holistic methods are 
non-reproducible, non-quantitative, and difficult to 
implement on a regional scale. Biophysical methods 
depend on the quality of the input data (such as the 
accuracy of the thematic maps), on the correspon-
dence between the spatial resolution of the data and 
the scale at which the landscapes are intended to be 
characterized (García-Llamas et al. 2016), and, above 
all, on the subjectivity of the map producer in the 
initial selection of variables (Alcántara Manzanares 
and Muñoz Álvarez 2015) and the choice of statistical 
methods (Simensen, Halvorsen, and Erikstad 2018).

Earth observation has a great potential for land-
scape mapping, as it allows the detection of features 
and changes in land cover, land use and land condi-
tions. The variety of images available makes it possible 
to work in a multiscalar mode (from local to conti-
nental scale) according to the chosen spatial resolution 
(from meters to kilometers). Most of the recent satel-
lite systems acquire multispectral images at 
a frequency that allows to capture the seasonal 

variations of the land conditions. Finally, satellite 
data are objective (pixel values are physical measures), 
repetitive and available over long periods of time. 
Since the early 2000s, the field of remote sensing has 
witnessed the emergence of various mapping methods. 
Supervised and unsupervised classifications of satellite 
data are commonplace for thematic mapping, includ-
ing vegetation cover mapping (Ouchra, Belangour, 
and Erraissi 2022). These advantages make Earth 
observation the main source of data used to identify 
landscapes, as confirmed by the literature review of 
Simensen, Halvorsen, and Erikstad (2018) which 
showed that remote sensing-derived digital elevation 
model, land cover/land use and vegetation maps are 
the most frequently used variables (96%, 83% and 81% 
respectively) in the landscape characterization and 
mapping studies.

Nevertheless, according to Newton et al. (2009), 
applications of remote sensing in landscape ecology 
must progress beyond the simplistic approach of the-
matic mapping, such as the land cover/land use map-
ping, and the derivation of two-dimensional pattern 
metrics (Luque et al. 2018). In line with this recom-
mendation, several applications (Alleaume et al. 2018; 
Ferreira et al. 2020; M. Lang et al. 2018) make use of 
continuous indices derived from remote sensing as 
proxies for essential biodiversity variables (EBV). 
Bisquert, Bégué, and Deshayes (2015) used spectral 
and textural variables derived from MODIS NDVI 
satellite image time series and an object-based 
approach to divide the French territory into 300 land 
units. In particular, they worked in the Pyrenean 
region, where the resulting land units proved to be 
consistent in terms of land cover (Bisquert et al. 2017). 
More recently, Bellón et al. (2017) used a similar 
approach in Tocantins State in Brazil, and obtained 
land units classified into different cropping systems to 
generate agricultural land units of the State. In another 
field, based on the hypothesis that the features visible 
in satellite images can be used to estimate the beauty of 
the landscape, Levering, Marcos, and Tuia (2021) pro-
duced a landscape scenicness map of the United 
Kingdom by applying a deep learning algorithm 
trained on a landscape beauty estimator using 
Sentinel-2 images.

Despite the many possibilities and methods avail-
able for landscape mapping, there is evidence that 
the potential of Earth observation data is still 
under-utilized, mainly due to a lack of awareness 
or technical knowledge. This paper aims to contri-
bute to the awareness of the potential of Earth 
observation by providing an example of methods 
and tools that can be used to map landscapes and 
to show the potential of remote sensing applica-
tions. In line with the aforementioned landscape 
approaches, we propose here an operational inno-
vative approach to landscape characterization and 
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mapping based solely on remote sensing data that 
are available worldwide and free of charge. The aim 
is to provide a transposable approach that could be 
reproducible at different scales and in different 
landscape contexts, in order to overcome the main 
limitations associated with the biophysical 
approaches, i.e. the quality of the thematic maps 
and the dependence on the observer. Our approach 
is based on the assumption that the primary com-
ponents of the landscape can be extracted directly 
from the radiometric information of satellite 
images, especially from time series, and processed 
according to geographic object-based image analysis 
(GEOBIA) concepts. We first present the underly-
ing conceptual model, and then we apply it by 
developing a remote sensing processing chain. The 
approach is tested on a case study in the highlands 
of Madagascar with the aim of producing a landscape 
map of a significant area (about 13,000 km2). The case 
serves as a demonstrator and can be replicable in 
other regions.

2. The conceptual approach and workflow

This section presents the conceptual basis of radio-
metric landscapes and the resulting workflow for pro-
cessing the remote sensing data. We first present the 
landscape terminology used, and then link the descrip-
tive variables of a landscape with variables extracted 
from satellite imagery to produce a list of Remote 
Sensing-based Essential Landscape Variables (RS- 
ELVs). These RS-ELVs are then processed using 
a GEOBIA approach to produce a radiometric land-
scape map. RS-ELVs computation, segmentation and 
clustering are part of the workflow presented below, 
along with the characterization and labeling of the 
resulting landscape classes.

2.1. The terminology

In order to clarify different issues and concepts, we 
first devote a sub-section to the terminology used. In 
this paper landscapes are considered to be recogniz-
able, though often heterogeneous, parts of the Earth’s 
surface that display a characteristic arrangement of 
elements resulting from the long- and medium-term 
interactions between natural abiotic, biotic and 
anthropogenic processes (e.g. Antrop 2005; Hazeu 
et al. 2011; Wu 2013). Landscapes correspond to an 
area of land that can be perceived by the eye. These 
landscapes are called physiognomic landscapes, and 
are composed of nested spatial components (land-
scape element, feature, unit and type; Figure 1).

A landscape element is defined as “a natural or 
human-induced object, category or characteristic, 
including ecosystem type, which is observable at land-
scape scale” (Erikstad, Andre Uttakleiv, and Halvorsen  
2015). A landscape element (field, tree, house, etc.) is 
usually identifiable in aerial photographs; it is often 1  
m to 10 m wide (Forman and Godron 1986; Turner 
and Gardner 2015), which corresponds to a pixel or 
a group of pixels.

The landscape feature corresponds to a system 
formed by elements of the landscape and the material 
and immaterial relationships that link them (culti-
vated lowlands, plots cultivated in terraces, villages, 
etc.). The landscape features represent, in a way, the 
pieces of the puzzle that need to be put together to 
form landscape units. They can be obtained by group-
ing adjacent pixels with similar characteristics (image 
segmentation), and are therefore referred to as seg-
ments or objects.

The landscape unit is characterized by a set of 
similar landscape features that are spatially adjacent. 
The unit is distinguished from the neighboring units 
by a difference in the presence, organization or shape 

Figure 1. Landscape equivalent terminology in geography and remote sensing at different scales, and graphical representation. 
From left to right: landscape elements (fields, village, . . .) visible on a UAV photograph (credit: S. Alleaume); a landscape feature, 
composed of landscape elements; a landscape unit made of adjacent similar landscape features; a landscape type made of similar 
landscape units.
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of its characteristics (Raymond et al. 2015). The land-
scape unit can vary in size down to less than a few 
kilometers in diameter (Simensen, Halvorsen, and 
Erikstad 2018). Here, it is obtained by unsupervised 
classification (clustering) of the landscape segments, 
based on a set of variables, and corresponds to one 
spatial unit (one polygon).

The landscape type is representative of portions of 
homogeneous space that are coherent at the biophysical 
and socioeconomic levels (nature, arrangement and 
frequency of the constituent elements) at a regional 
scale. In general, the term “landscape type” is used 
when the landscape resembles a model, an archetype 
to which it is necessary to refer in order to produce 
landscape maps. The landscape type is obtained by 
clustering, and composed of polygon(s) (landscape 
unit(s)) that are not necessarily spatially contiguous. 
Once labeled, the cluster is referred to as a class.

2.2. The radiometric landscape concept

A physiognomic landscape can be described by a set of 
descriptors – geometry, colors, grain size, complexity – 
in three dimensions, and without reference to terres-
trial processes or to the visual perception of the obser-
ver. Based on the model of Antrop and Van Eetvelde 
(2017), Karasov, Külvik, and Burdun (2021) classified 
physiognomic landscape descriptors into five 

categories: point, line/polygon, surface, color and tex-
ture. In this section, we show that each of these land-
scape descriptors can be assessed from satellite 
imagery (Table 1; Figure 2) using a set of variables 
hereafter referred to as remote sensing-essential land-
scape variables (RS-ELVs).

The spatial information (shape and size of the land-
scape elements, distance between the elements, etc.) is 
intrinsic to satellite images. Mathematical morphol-
ogy, originally developed for binary images, can be 
used on greyscale images to suppress noise, enhance 
the image and detect edges. This type of information is 
not retained in our approach, because the morpholo-
gical indices are generally used for urban landscape 
analysis using very high spatial resolution (VHSR) 
images. At the scale at which we intend to produce 
landscape maps (territorial, regional), the spatial 
information is partly contained in the texture of the 
image (see textural information below).

The three-dimensional information (landform) is 
an important component of landscape, and is very 
often included in the biophysical approaches. The 
Digital Elevation Models (DEMs) are more and 
more produced from remote sensing data as stereo- 
pairs of optical satellite images, radar interferometry 
or lidar data. In our approach, we assume that the 
spectral response of the vegetation (vegetation type, 
condition and seasonality) is strongly dependent on 

Table 1. Correspondence between the landscape descriptors (see text), the Remote Sensing-Essential Landscape Variables (RS- 
ELVs), and the landscape variables; the RS-ELVs used in this study are highlighted in bold.

Landscape 
descriptors

Information 
type

Remote Sensing-Essential Landscape 
Variables (RS-ELVs) Landscape traits, structure and functions

Point, Line/Polygon Spatial Mathematical morphology indices Shape and size of the landscape elements, distance between 
the elements, etc.

Surface Three- 
dimensional

Altitude, Slope, Aspect Landform, exposure, etc.

Color Spectral Spectral bands, Spectral indices Land cover, biomass, vegetation conditions, soil type, etc.
Texture Textural Textural indices Landscape structure and composition, landform, hydrographic 

network, etc.
Temporal Temporal indices, Principal Components Phenology, climate, cropping calendar and practices, etc.

Figure 2. Example of seasonal changes in colours and texture observed in a pair of Sentinel-2 sub-images (true-colour composites) 
acquired on 11 April 2019 at the end of the rainy season (on the left), and 28 October 2019 at the end of the dry season (on the 
right).
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its three-dimensional environment, and thus that 
the landform does not need to be explicitly taken 
into account as it is already included in the image 
radiometry (see spectral and temporal information 
below).

The spectral information (land cover type, biophy-
sical state of the landscape elements, etc.) contained in 
multispectral imagery provides access to different 
landscape properties: the colour of the components 
(visible bands), the vegetation density and structure 
(visible and near-infrared bands), the vegetation bio-
mass (cumulative spectral indices), and the inland 
water and vegetation water status (short-wave infrared 
band).

The textural information (landscape structure 
and composition, landform, road and hydrographic 
networks, etc.) depends on the size and spatial 
arrangement of the landscape elements, and on the 
spatial resolution of the image. The most common 
texture metrics are the Haralick metrics based on 
the Grey-Level Co-occurrence Matrix (Haralick, 
Shanmugam, and Dinstein 1973), but other 
approaches exist such as wavelet texture analysis or 
Fourier-based textural ordination (Couteron, 
Barbier, and Gautier 2006).

The temporal information (vegetation phenology, 
climate conditions, cropping practices) contained in 
dense satellite image time series (SITS) depends on the 
satellite system, the local atmospheric conditions and 
the quality of the preprocessing. As far as vegetation is 
concerned, phenological metrics can be calculated 
directly from SITS (start-of-season, length of season, 
maximum VI, integrated VI, etc.), but generally speak-
ing, the Principal Component Analysis (PCA) applied 
to SITS is the simplest way to extract and synthetize 
the seasonal spectral variation of the surface (Bellón 
et al. 2017; Bisquert, Bégué, and Deshayes 2015).

As our approach to landscape characterization 
and mapping is based solely on remote sensing 
ELVs, it is hereafter referred to as Radiometric 
Landscape.

2.3. Overview of the workflow

To produce the radiometric landscape maps, we 
used multi-sensor imagery (MODIS and Sentinel- 
2) to take advantage of both the temporal informa-
tion (daily) provided by MODIS satellites, and the 
spatial information (10 m) provided by Sentinel-2 
satellites. These image datasets were chosen because 
they are available worldwide, free of charge, and 
they complement each other. The core of the pro-
cessing chain is GEOBIA (GEographic Object- 
Based Image Analysis) unsupervised classification 
that responds to the need of image partitioning 
into objects according to a conceptual model 
(Blaschke 2010).

The workflow to produce the radiometric land-
scape map is summarized in Figure 3. It consists of 
three steps for mapping, and one step for 
characterization:

(1) Selection of satellite data and calculation of the 
essential landscape variables or RS-ELVs (sea-
sonal, spectral and textural indices);

(2) Segmentation of the satellite data set, based on 
the RS-ELVs, to produce landscape features;

(3) Clustering of the segments into radiometric 
landscape types.

Each of these steps was evaluated using statistical 
indices in order to select the optimal dataset (sensors, 
bands, spectral indices, acquisition dates) for step 1 
(ELVs calculation), and the optimal input variables, 
algorithm and parametrization for step 2 (segmenta-
tion) and step 3 (clustering).

(1) Characterization of the clusters using remote 
sensing variables and additional information 
(land cover, local expertise).

GEOBIA is based on the hypothesis that the parti-
tioning of an image into objects is related to the way 

Figure 3. Overview of the 4-step workflow to produce and characterize radiometric landscape maps.
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people conceptually organize the landscape in order to 
understand it (Hay and Castilla 2006). GEOBIA 
approach has been widely used since the 2000s driven 
by the need to invent new data processing solutions to 
deal with the arrival of Earth observation data 
acquired at very high spatial resolution (e.g. 
Kalinicheva, Sublime, and Trocan 2020; Ma et al.  
2017). Since then, several studies have shown that 
GEOBIA can be applied to other types of remote 
sensing data (e.g. Bégué et al. 2015; Cano et al. 2017), 
provided that they are H-resolution images. The con-
cept of H-resolution (and its counterpart the 
L-resolution) refers to the relative size of the object 
compared to the image spatial resolution (Blaschke 
et al. 2014; Strahler, Woodcock, and Smith 1986). 
The H-resolution model applies when scene objects 
are much larger than the spatial resolution of the 
image (several pixels can represent a single object), 
typically in landscape mapping (see Figure 1).

Many authors agree that the segmentation pro-
cess is the most fundamental step in GEOBIA as 
the segmentation quality significantly affects the 
classification results (e.g. Blaschke 2010; Clinton 
et al. 2010; Kavzoglu and Tonbul 2018). The choice 
of the variables used (the image spectral informa-
tion, but also the textural, spatial and contextual 
information can be used in GEOBIA), and the 
segmentation parameters are particularly sensitive. 
Therefore, in this work, careful attention has been 
paid to the segmentation stage, testing different 
datasets (according to our conceptual model) and 
parameters (with statistical criteria) in order to 

make the segmentation step as automatic and 
objective as possible.

3. Material and methods

3.1. Study area

The study was carried out in the Haute Matsiatra 
region of central Madagascar (Figure 4). The study 
area covers 13,000 km2 and is composed, from west 
to east, of humid temperate highlands (altitude 
between 1000 and 1400 m), an ecological corridor 
with the Ranomafana Park (between 900 and 1200 m), 
and a humid tropical zone (between 100 and 800 m). 
The area is strongly influenced by the currents of the 
Indian Ocean creating contrasting environmental con-
ditions between the eastern facade, mostly cloudy with 
2000–2500 mm rainfall per year, and the vast western 
plateau, sunny with 1200–1600 mm per year (Ollivier 
et al. 2023).

The landscapes of the western highlands are 
characterized by red ferralitic soils and consist of 
areas of cultivated land, large savannahs, as well as 
reforested areas (eucalyptus, pins, acacias) and some 
patches of mature forest as one approaches the 
corridor. The corridor consists almost entirely of 
protected primary (mature) forests. East of the cor-
ridor, the hillside is covered by a dense formation 
dominated by bamboo and ravenalas (a plant for-
mation locally called Savoka). A few cultivated plots 
and rice fields occupy the lower slopes and 
bottomlands.

Figure 4. (a) Location map of the study area in Madagascar (red square); (b) Digital elevation Model of the study area (source: 
SRTM); (c) Study area limits (red square) over a true-color composition of Landsat/SPOT image (source: google earth), with main 
roads (white lines; source World Bank).
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3.2. Ground observations

A field campaign was carried out in the study area 
between 29 April and 3 May 2022 to identify and label 
the main Malagasy landscapes. The approach was 
developed by the LMI PAYSAGES working group in 
Madagascar. The approach consists of four steps: (i) 
analysis of Google Earth images and road maps com-
bined with knowledge of the terrain to propose an 
initial landscape zoning and organize the field trip; 
(ii) field trip to the core of the identified zones and 
data collection for each stop using a standardized 
observation grid; (iii) processing of the collected data 
to produce a landscape typology; (iv) preparation of 
a document describing each identified landscape type.

The approach was complemented by aerial drone 
photography. The protocol consists of flying over the 
landscapes at a height of about 100 meters and at 
a distance of more than 150 meters from the road, in 
order to reach the core of the landscape unit. 
Panoramic 360° shots are then taken using a Anafi 
drone, Parrot. Back in the laboratory, the shots were 
assembled and transformed into a panorama using the 
Hugin software (freeware, GNU General public 
license, http://hugin.sourceforge.net/). A total of 22 
panoramas were produced, and deposited on 
a dataverse platform (Alleaume 2022).

3.3. Satellites data and pre-processing

3.3.1. MODIS NDVI time series
The MOD13Q1 V6 product (Terra Vegetation Indices 
16-Day Global 250 m) provides vegetation indices 
computed from atmospherically corrected bi- 
directional surface reflectances masked for water, 
clouds, heavy aerosols, and cloud shadows. The pro-
duct is available on NASA’s AppEEARS platform 
(https://appeears.earthdatacloud.nasa.gov). For regio-
nal landscape studies, the Normalised Difference 
Vegetation Index (NDVI) has proven to perform 
well (e.g. Soudani et al. 2008; Vintrou et al. 2012), 
and thus a total of 115 NDVI images were downloaded 
(23 composite images per year) for the 2016– 
2020 period.

Each annual NDVI series was smoothed for noise, 
mainly caused by cloud contamination and atmo-
spheric variability, using the Savitzky-Golay filter (J. 
Chen et al. 2004) parametrized with a half-window of 
2 and a polynomial of degree 2.

3.3.2. Sentinel-2
The Sentinel-2 Level 2A products (tile T38KQB) were 
downloaded from the Theia platform (https://catalo 
gue.theia-land.fr). This product consists of surface 
reflectance data corrected for atmospheric effects, 
and a mask of clouds and their shadows obtained 

with the MAJA processing chain (Lonjou et al. 2016). 
To account for the seasonal dynamics of the landscape 
(Kalinicheva, Sublime, and Trocan 2020), we selected 
“cloud-free” images acquired on two dates: 
11 April 2019, characteristic of the end of the rainy 
season with significant vegetation development, and 
28 October 2019 characteristic of the dry season. To 
correct for residual cloud (10% and 3% of the study 
area for the October and April images respectively), 
a temporal gap-filling technique was applied to replace 
the value of the masked cloud pixels with the inter-
polated value of pixels from the images acquired on 
the closest dates (Inglada 2016).

Two vegetation indices were then calculated from 
the gap-filled images: the NDVI at 10 m resolution 
(from B4 and B8 bands; Rouse et al. 1973), and the 
NDWI (Normalised Difference Water Index) at 20 m 
resolution (from B8a and B12 bands; Gao 1996). These 
two spectral indices are complementary, with NDVI 
being particularly sensitive to the spatial and temporal 
variations in vegetation types and conditions, while 
NDWI is particularly sensitive to surface water condi-
tions (e.g. Dupuy et al. 2020) for irrigated field 
mapping.

3.4. Calculation of the remote sensing ELVs

3.4.1. Spectral and temporal ELVs

Both spectral and temporal ELVs are based on an 
annual MODIS NDVI time series, hereafter referred 
to as the MODIS reference year. The MODIS 
reference year is designed to represent the mean sea-
sonal variation of the surface, while attenuating any 
local or sudden surface changes due to particular cli-
matic conditions. The reference year consists of 23 
NDVI images (16-day composites), each calculated 
as the mean of the corresponding composites over 
a 5-year period (from November 2016 to 
October 2020, to include 5 full climatic years). The 
time period of 5 years was considered to be a good 
compromise, long enough to reduce the effect of 
annual climate variability and short enough to avoid 
large changes in land cover and land use.

The spectral ELV is calculated as the mean annual 
NDVI calculated over the MODIS reference year. The 
temporal ELVs are obtained by applying a Principal 
Component Analysis (PCA) transformation to the 23 
NDVI values of the MODIS reference year. PCA is 
particularly suitable for capturing seasonal variations 
and identifying their relationship with different fac-
tors, whether climatic or related to human activities 
(Deng et al. 2008). In this study, PCA was performed 
using the FactoMineR package (Lê, Josse, and Husson  
2008) of the R software and the rasterPCA tool of the 
RStoolbox package (Leutner et al. 2022).
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3.4.2. Textural ELVs
Texture images are widely used for vegetation and 
land use mapping (e.g. Hudak and Wessman 1998; 
Kupidura 2019; Thierion et al. 2014). The textural 
ELVs used in this study were obtained using the gray 
level co-occurrence matrix (GLCM). Eight GLCM 
indices (energy, entropy, correlation, homogeneity, 
inertia, cluster shade, cluster prominence, Haralick’s 
correlation; Haralick, Shanmugam, and Dinstein  
1973) were calculated from the MODIS mean annual 
NDVI and the Sentinel-2 seasonal NDVI, using the 
Orfeo ToolBox (Grizonnet et al. 2017). To run the 
algorithm, two parameters have to be set up: the win-
dow size (windows radius), and the direction of the 
shift (offset).

The optimal window size is a trade-off between 
the largest variance and the smallest window size. 
The results of the semi-variograms (Figure 5) – 
using the R software package usdm (Naimi et al.  
2014) – show that the optimal variance distance 
calculated on the MODIS mean annual NDVI 
image is about 1500 m (i.e. an optimal window size 
of 6 pixels), while on the Sentinel-2 images it is 
about 200 m (i.e. an optimal window size of 20 
pixels), which corresponds to the order of magnitude 
of the distance between two crests in the study area. 
The directional displacement parameter is set 
to (1;1).

As the Haralick texture dataset contains highly cor-
related indices, a Principal Component Analysis (PCA) 
was applied to reduce the dimensionality and increase 
the interpretability of the data. Based on statistical cri-
teria (a low correlation between indices and an high 
contribution to the axis), two indices were retained as 
textural ELVs (Appendix 1): the entropy, a measure of 
the disorder or complexity of an image, and the 
Haralick’s correlation (H-correlation), a measure of 
the likelihood of finding two pixels of similar intensity 
separated by a given distance. The texture images were 
then resampled at 250 m resolution.

3.5. The data processing chain

The data processing chain consists of RS-ELVs image 
segmentation and objects clustering (Figure 3). In order 
to select the optimal RS-ELV dataset for each step, 
a large number of datasets combining different sensors 
and information types were tested. For the sake of 
clarity, only a few key results are presented here. Since 
the segmentation step is the most critical step in the 
GEOBIA approach (Chen et al. 2018), we present seg-
mentation results obtained with three ELV combina-
tions (Table 2) representative of a monosensor (A and 
B) and a multisensor (C) datasets. Then, only the “best” 
segmentation obtained is used for the clustering and 
landscape characterization steps.

3.5.1. Image segmentation
For the segmentation step, we present the results 
obtained for 3 datasets composed of different RS- 
ELV types and sensors (Table 2):

● Dataset A (MODIS-based ELVs): MODIS mean 
annual NDVI + MODIS PC2, PC3, PC4 (4 
variables);

● Dataset B (MODIS-based ELVs): Dataset A + 2 
MODIS Haralick’s indices (6 variables);

● Dataset C (MODIS-based and S2-based ELVs): 
Dataset A + 2 NDVI Sentinel-2 Haralick’s indices 
on two dates (8 variables).

These datasets allow investigating the benefit of add-
ing textural ELVs to spectral and temporal ELVs, 
when using MODIS data (dataset A vs. dataset B) 
and when using Sentinel-2 data (dataset B vs. data-
set C).

The segmentations were performed using the 
Generic Region Merging algorithm of the Orfeo Tool 
Box (OTB) library (https://www.orfeo-toolbox.org/; 
Grizonnet et al. 2017). It is known to be a very effective 
image segmentation method for the analysis of remote 

Figure 5. Semi-variogram calculated on (a) the MODIS mean annual NDVI image (2016–2020); (b) The NDVI Sentinel-2 image 
(October 2019).
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sensing images (e.g. Meinel and Neubert 2004). The 
algorithm starts with a pixel forming an object 
and merges the neighboring pixels until the 
Baatz and Schape homogeneity criterion is reached 
(Baatz and Schape 2000). Two parameters are 
defined to perform the segmentation: the scale 
size, which determines the maximum allowed het-
erogeneity of the objects and thus the size of the 
segments, and the relative weight of the spectral 
and spatial homogeneity criteria. In this study, 25 
levels of segmentation were tested (scales from 100 
to 2500, in steps of 100), and only the spectral 
criterion was considered as no hypothesis was 
made about the shape of the landscape unit.

The statistical method chosen to evaluate the 
segmentations is derived from the method of 
Johnson and Xie (2011) and applied by Bisquert, 
Bégué, and Deshayes (2015) for landscape mapping. 
This method is adapted to multispectral imagery 
and allows the analysis of the disparity between 
neighboring segments. It is based on variance as 
a measure of homogeneity within segments (V), 
and on Moran’s autocorrelation index (M) as 
a measure of similarity between segments 
(Espindola et al. 2006). V and M are calculated for 
each variable, averaged, and normalized for each 
segmentation scale (see Appendix 2 for the equa-
tions). The global score is then calculated as the sum 
of the normalized V and M values. Two versions of 
the global score are presented below: the original 
J score from (Johnson and Xie 2011), and a modified 
version, the JB score, from Böck, Immitzer, and 
Atzberger (2017) who proposed to normalize 
V and M in a way that mitigates the J score instabil-
ity to the segmentation scales. In either case, the 
optimal segmentation was identified as the one 
with the lowest average global score.

3.5.2. Clustering
Unsupervised approach is largely used in land map-
ping from imagery, because it requires no training 
dataset. Among the traditional method, the k-means 

clustering algorithm is widely employed for the ana-
lysis of remote sensing images because it is easy to 
apply and widely available in image processing and 
statistical software packages (e.g. Duda and Canty  
2002; Xie, Sha, and Yu 2008).

The landscape units were obtained through 
a k-means clustering of the data objects. The seg-
mented objects are the one produced in the previous 
step, and the variables are the mean values of the 
MODIS annual NDVI, MODIS PC2, PC3 and PC4 
(Table 2). In the study, a range of cluster numbers 
between 2 and 15 was tested, and the optimal num-
ber of clusters was determined using the Elbow 
criterion method. For the clustering, we used the 
Scikit-learn package (Pedregosa et al. 2011), 
a Python module that integrates state-of-the-art 
machine learning algorithms (https://scikit-learn. 
org/stable/modules/clustering).

3.5.3. Landscape characterisation
Landscape characterization is a way of labeling land-
scape classes into landscape types (Figure 1). Each 
landscape class was characterized by a set of MODIS 
and Sentinel-2 ELVs (Table 2), complementary to the 
variables used for the data processing, and by the land 
cover composition. For the latter, we used the ESA 
WorldCover project 2020 global land cover map pro-
duced from Sentinel-2 and Sentinel-1 data at 10 m 
spatial resolution (Zanaga et al. 2021).

4. Results

4.1. The remote sensing ELVs

4.1.1. The spectral and temporal ELVs
A PCA was performed on the MODIS reference 
year. The first 4 principal components (Figure 6) 
concentrate most of the spatial and phenological 
information, with 99.66% of the total variance 
explained.

The explained variance of PC1 is 95.33% with an 
equal contribution of each variable to −0.28 
approximately (Figure 6c) and a magnitude of the 

Table 2. Synthesis of the RS-ELV datasets used for the segmentation (A, B, and C; see text), the clustering and the landscape 
characterization steps.

Segmentation

Source RS-ELV A B C Clustering Characterisation

MODIS Annual NDVI (MODIS PC1) X X X X X
MODIS PC2, PC3, PC4 X X X X
Annual NDVI Entropy X
Annual NDVI H-correlation X

Sentinel-2 April NDVI Entropy 
April NDVI Correlation

X 
X

X 
X

October NDVI Entropy X X
October NDVI Correlation X X
April NDVI X
October NDVI X
April NDWI X
October NDWI X
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first eigenvector of 1. That means that each variable 
is highly correlated to this axis which carries the 
most important part of the image signal, that is the 
spatial information (see high PC1 values in the for-
est corridor; Figure 6a). It is therefore expected that 
the temporal information is carried by the remain-
ing principal components. PC2 and PC3 (3.25% and 
0.89% of variance, respectively) show indeed 
a strong seasonal cycle, in relation with the rainfall 
temporal pattern (Figure 6c), with a one period 
repetition in phase opposition regarding PC2, and 
at a 4-month time shift regarding PC3. PC2 and PC3 
images (Figure 6a) show a strong east-west gradient 
of the vegetation phenology, with high values in the 
western lowlands for PC3 possibly linked to irri-
gated agriculture. PC4 presents a 2-period temporal 
signal. Even though carrying only 0.19% of the 
information, PC4 captures isolated changes and epi-
sodes that deviate from the dominant seasonal var-
iation (Bellón et al. 2017). These latter could be 
related to different natural or anthropogenic (such 

as double cropping in the lowlands) factors or com-
binations of factors.

4.1.2. The textural ELVs
Figure 7(a, d) show the entropy and H-correlation 
indices calculated from MODIS annual NDVI. As 
expected these two indices provide different informa-
tion, with a longitudinal alternance of high (west of 
corridor with mosaic of land cover) and low (forest 
corridor with a “simple” texture) values of entropy, 
and an east-west gradient for H-correlation. Both 
indices tend to emphasize the contours of certain 
landscape elements such as the forest corridor or 
the hydrographic network (this is particularly evident 
for H-Correlation).

Looking at the Sentinel-2 texture images, we 
observe that the textural ELVs have a strong seasonal 
dimension, with higher texture index values in 
October (Figure 7c, f) than in April (Figure 7b, e). At 
the end of the rainy season (April), the vegetation, 
both natural and cultivated, is well developed and the 

Figure 6. Results of the MODIS NDVI PCA calculated over the reference year (2016–2020): (a) Images of the principal components 1 
to 4; (b) Colored composition of the first three principal components (PC1 in red, PC2 in green, PC3 in Blue); (c) Eigenvector 
magnitudes of the first four principal components and mean monthly rainfall (source: GPCP data) over a climatic year.
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land surface is essentially green, resulting in low values 
of texture indices, except for non-vegetated areas such 
as open waters or irrigated lowlands. At the end of the 
dry season (October), the contrast between vegetation 
cover types is exacerbated by the diversity of the eco-
systems present (herbaceous and woody vegetation) 
and by human activity (irrigated and rainfed crop-
ping). This high contrast in terms of vegetation con-
ditions leads to high values of texture indices 
especially in the western part of the study area, 
which has drier conditions than the eastern part.

4.2. Segmentation and clustering results

4.2.1. Results obtained with different input variables

Figure 8 shows three examples of segmentation 
obtained with different ELVs datasets (Table 2), at 
scale 900. The results show different image parti-
tioning depending on the dataset, with segments 
for segmentations A and C (Figure 8a, c) that 
appear to correctly follow the contours of the forest 
corridor. On the other hand, segmentation 
B (Figure 8b) shows artifacts, such as duplication 

Figure 7. Entropy (up line) and H-correlation (bottom line) images calculated for MODIS annual NDVI (a and d, respectively), NDVI 
Sentinel-2 April (b and e, respectively) and NDVI Sentinel-2 October (c and f, respectively).

Figure 8. Zoom-in (50x50 km) of segmentations A, B and C, obtained with a scale parameter of 900: (a) MODIS spectral and 
temporal indices; (b) MODIS spectral, temporal and textural indices; (c) MODIS spectral and temporal indices, and Sentinel-2 
textural indices. See Table 2 for ELVs details. The background image is Bing Aerial.
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of the forest corridor segmentation contours, which 
are clearly due to the MODIS texture indices 
(Figure 7d).

4.2.2. Statistical selection of the scale parameter
The best combination of ELVs and the optimal scale 
parameter for delineating homogeneous landscape 
structure units were identified through the global 
scores analysis. The results of the J and JB scores 
obtained for the three segmentation datasets are 
shown in Figure 9a, b, respectively. Low values of 
J scores are obtained in the ranges 900–1100, 100– 
600, 900–1800 for the segmentations with datasets 
A, B and C respectively, with high variations 
between the datasets, especially for dataset B. The 
range of variation is lower for JB between, and the 
minimum values appear less distinct. For the rest of 
the analysis, the segmentation performed with data-
set A and a scale of 900 was chosen, as it gives the 
lowest J and JB scores, while maintaining a sufficient 
number of segments for the clustering step (18 seg-
ments; Figure 9c).

This choice is supported by the examples in 
Figure 10, where the scale parameter 100 produces 
an over-segmentation, the parameter 2000 an under- 
segmentation, while the parameter 900 produces 
a more balanced segmentation.

4.2.3. Clustering results
The elbow test shows that for segmentation of dataset 
A and scale 900, the first decrease in the slope of 
inertia occurs at 6 clusters (Figure 11). The final land-
scape map in 6 classes is shown in Figure 12.

4.3. Radiometric landscape characterisation

4.3.1. Landscape characterisation with remote 
sensing variables
The six classes of the radiometric landscape map were 
first evaluated using a radar chart (Figure 13) repre-
senting the normalized mean values of a selection of 
MODIS and Sentinel-2 ELVs (the mean and standard 
deviation values for each class are given in 
Appendix 3).

A closer look at Figure 13 and the ELVs statistics 
(Appendix 3) shows that the classes 5, 3 and 4 are 
characterized by high spectral index values (>0.67 
NDVI), and low texture indices throughout 
the year. They correspond to rather homogeneous 
permanent vegetated areas; among them, class 4 
stands out with a very high vegetation (>0.8) and 
water content (>0.6) index values throughout 
the year, corresponding to a dense tropical forest. 
The spectral and spatial proximity of classes 3 and 4 
(Figure 12), with its elongated north-south shape 

Figure 9. Results for the global scores J (a) and JB (b) calculated for the set of test segmentations (scale between 100 and 2500, 
and datasets A, B and C detailed in Table 2); the blue line corresponds to the MODIS spectral and temporal ELVs, the orange line 
corresponds to the MODIS spectral, temporal and textural ELVs; the green line is for the MODIS spectral and temporal, and 
sentinel-2 textural ELVs. c) mean number of segments obtained for each scale parameter (logarithmic y-axis).
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following the local topography, indicates that class 3 
is potentially a degraded forest.

In contrast, classes 1 and 6 are characterized by 
high texture values in all seasons, and low to medium 
vegetation indices (MODIS NDVI mean between 0.47 
and 0.67), and could thus be interpreted as mosaic 
landscapes of crop and natural vegetation. However 
class 1 is characterized by a high contrast in seasonal 
NDWI and a very low value in October (0.045) indi-
cating dry vegetation conditions; this is consistent 
with the geographic location of the class 1 in the 
western part of the study area, in the highlands, 
where the annual rainfall is moderate, in contrast to 
class 6 which is in a very rainy area.

Class 2 has a particular signature, with medium 
vegetation development during the year and high tex-
ture values especially at the end of the dry season; this 

Figure 11. Cluster inertia plotted against the number of 
classes. The vertical line indicates the number of clusters 
used for the final clustering.

Figure 10. Zoom-in (50x50 km) of segmentation obtained with different scale parameters: (a) 100, (b) 900, and (c) 2000. The 
background image is Bing Aerial.

Figure 12. The final radiometric landscape map in six classes (the grey lines represent the roads network).
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particularity could be related to the presence of irri-
gated agriculture (rice in the lowlands) which 
increases the spatial heterogeneity.

4.3.2. Landscape class characterisation with land 
cover map
When the radiometric landscape map is overlaid with 
the ESA WorldCover project 2020 global land use 
map, we observe that the landscape classes are well 
differentiated in terms of land use and land cover 
(LULC) composition and proportion (Figure 14). 
Ranked by landscape complexity, we have:

● Landscape type with one dominant LULC class 
(>90%): class 4 is composed almost exclusively of 
tree cover (90.2%) and corresponds to the forest 
corridor;

● Landscape type with two dominant LULC classes 
(total >90%): class 1, in the western part of the study 
area, is composed of about ⅔ of grassland and ⅓ of 
cropland, and corresponds to the highlands;

● Landscape type composed of three LULC classes: 
class 5, located in the eastern part of the study 
area, is dominated by shrubland (58.4%), while 
class 3, adjacent to the forest corridor, has a large 
proportion of tree cover (50.7%). Both landscape 
classes are equally composed of grassland 
(around 20%);

● Landscape type composed of mixed LULC classes : 
mosaic of four land cover types (forest, cropland, 
grassland and shrubland) for classes 2 and 6.

Finally, it is interesting to note the exclusive presence 
of herbaceous wetlands in landscape class 6, along the 
hydrographic network.

4.3.3. Landscape class characterisation with 
ground observations
Based on field observations, we were able to associ-
ate the panoramic photographs to five of the six 
classes of the radiometric landscape map 
(Figure 15). As the south-eastern part of the study 

Figure 13. Radar chart composed of the normalised mean values of MODIS and Sentinel-2 ELVs, for the six classes of the 
radiometric landscape map.

Figure 14. Landscape type characterisation in terms of land cover : (a) ESA World cover map (2020) with cluster boundaries; (b) 
Frequency distribution (%) of the ESA global cover land cover classes (2020), by landscape class (labels of the LULC classes 
representing less than 1% are not shown).
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area could not be visited during the field trip, the 
landscape class 6 is not illustrated and discussed in 
this section.

● Landscape class 1 is an open landscape. It 
takes the form of large areas of grazed grass-
land on hilltops, ridges and slopes. There are 
a few root crops (mainly cassava and ground-
nuts) and patches of eucalyptus. The lowlands 
are narrow to medium and are cultivated with 
rice. The settlements and villages associated 
with this landscape are scattered and sparse.

● Landscape class 2 is characterized by large 
patches of cultivated land, eucalyptus and savan-
nah. The lowlands are narrow to very wide, and 
are mainly cultivated with rice. The hills are reg-
ular, sometimes with cliffs or granite boulders. 
The terraces at the foot of the slopes are planted 
with rice or other crops, and sometimes extend 
up into the secondary valleys. On the slopes, 
crops and grasslands are present. Eucalyptus 
patches are more or less wide and numerous, 
often at the top of the hills. Villages range from 

small to large, and are sometimes densely 
meshed.

● Landscape class 3 is characterized by large areas 
of eucalyptus with some patches of mature and 
mixed forest (pine, acacia associated with mature 
forest species). The eucalyptus plantations are of 
different ages, resulting in a heterogeneous 
woodland cover. The lowlands are more or less 
narrow, and are cultivated with rice and other 
staple crops. Few villages are visible in this land-
scape, but in areas of greater human pressure, 
terraces can rise up the slopes and the built-up 
area becomes denser.

● Landscape class 4 corresponds to the mature forest 
zone of the corridor. It is characterized by a large 
area of mature forest, with few openings made of 
wetlands, rock walls with varying vegetation cover.

● Landscape class 5 corresponds to a large area 
covered by a mixture of crops, scrubland, exotic 
woodland, Ravenala (traveler’s palm), banana 
trees, small patches of mature, mixed and euca-
lyptus forests. The blurred boundaries between 
landscape components contribute to an 

Figure 15. Illustration of the landscape classes (classes 1 to 5, from top to bottom), with panoramic photographs acquired by 
drone (Alleaume 2022).
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impression of great heterogeneity. The hills are 
generally of the same height. However, this type 
of landscape is also present at the edges of the 
great cliffs that follow one another between the 
corridor and the east coast. The upper parts of the 
large cliffs are often occupied by patches of 
mature forest.

5. Discussion

5.1. The radiometric landscape: a new concept 
and method

In this paper we have proposed an original concept 
that lays the foundation for an innovative approach to 
landscape mapping based solely on Earth Observation 
data. We first established a list of Remote Sensing- 
Landscape Essential Variables (RS-ELVs), based on 
physiognomic landscape modeling, and applied 
GEOBIA approach to produce the so-called radio-
metric landscape map.

We are aware that the objective of characterizing 
and mapping the landscape using remote sensing data 
is an ambitious one. Indeed, it combines two difficul-
ties related to the object of study, the landscape, and 
the approach adopted, GEOBIA. On the one hand, the 
notion of landscape is multifaceted and the landscape 
depends on the observer’s point of view, which raises 
the problem of evaluating the quality of landscape 
maps, among others. On the other hand, the 
GEOBIA approach raises conceptual and implementa-
tion issues (Hay and Castilla 2006) such as the seg-
mentation, an ill-posed problem in the sense that it has 
no unique solution, and unsupervised classification, 
with an optimal number of clusters difficult to define. 
The potential and the main limitations of our 
approach are discussed hereafter.

5.1.1. The RS-ELVs
For the temporal and spectral ELVs, we used MODIS 
SITS which proved to be a data source offering a good 
compromise between temporal and spatial resolution. 
In agreement with other authors (e.g. Knight et al.  
2006), who used MODIS NDVI SITS 250 m to include 
plant phenology for land cover characterization, our 
results confirm that the temporal information con-
tained in the principal components of the MODIS 
NDVI SITS is essential for landscape characterization 
and mapping – as they appear to be directly correlated 
with temporal cycles such as vegetation phenology, 
rainfall, and agricultural practices – and are important 
RS-ELVs. The ELVs approach developed here pro-
vides a multi-temporal baseline that both enhances 
the seasonal variation of the landscape, and reduces 
the sensitivity to local and regional climatic events 

(and thus the sensitivity to the data image quality). 
These temporal and spectral RS-ELVs could theoreti-
cally be extracted from other satellite image time ser-
ies, but currently there are few alternatives as the 
Sentinel-2 acquisition frequency (5 days) is too loose 
to obtain acceptable SITS in tropical areas due to the 
atmospheric conditions.

For the textural ELVs, results showed that MODIS 
data were not suitable due to texture artifacts, and we 
therefore recommended the use of Sentinel-2 texture 
indices calculated at different seasons instead. 
However, we found that the joint use of temporal 
variables (MODIS) and S2 texture variables does not 
provide significant added value compared to the use of 
temporal variables alone.

Despite the initial assumption that the spectral and 
temporal RS-ELVs indirectly include the three- 
dimensional environment, the inconsistency observed 
for landscape class 2 (composed of landscape units 
located on both the western and eastern sides of the 
forest corridor) could mean that the RS-ELVs we 
propose are not discriminating enough. One way of 
correcting this type of problem would be to use 
a DEM, as originally considered (Table 1). 
Topographic data derived from Earth observation are 
available worldwide. Therefore we recommend, for 
regions with high relief, to include topographic vari-
ables in the landscape mapping process.

5.1.2. The algorithms
The approach is based on GEOBIA with segmentation 
and clustering steps. As shown in this paper, GEOBIA 
allows to overcome the pixel view and provide image 
objects that make sense, opening a new dimension in 
rule-based automated image analysis (S. Lang et al.  
2019). However, GEOBIA implementation is not 
straightforward, and different technical options are 
available for each step.

In this paper, we have used algorithms (region 
merging and k-means) that are known to be robust 
and adapted to our goal. We are aware of the 
inherent instability of some of these algorithms, 
and their sensitivity to parameterization. The 
k-means algorithm is known to be highly depen-
dent on the initial cluster centers (Peña, Lozano, 
and Larrañaga 1999), which can lead to different 
clustering results (Li and Wu 2012), but it is rather 
simple to implement and efficient. Regarding the 
sensitivity of the algorithms to parameterization, 
a statistical optimization of the parameters was 
proposed (number of classes with an unsupervised 
method that maximizes the homogeneity within 
segments and heterogeneity between adjacent seg-
ments, and number of clusters with Elbow’s 
method) to guide the landscape mapping process.
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5.2. The thematic consistency of the radiometric 
landscape map

Drawing boundaries in a continuous environment is by 
nature artificial, and the resulting landscape map may 
appear unsatisfactory. However, Simensen, Halvorsen, 
and Erikstad (2018) emphasize the need to focus on 
the accuracy and reliability of the landscape maps. If 
a landscape map cannot be validated in the classical 
sense of the term, it can at least be assessed by qualifying 
its global thematic consistency. The consistency of the 
final radiometric landscape map was checked using three 
different and independent sources of data : a dataset 
composed of spectral and textural RS-ELVs derived 
from two seasonal Sentinel-2 images, a land cover map, 
and ground observations. These three sources of data 
show consistency in the discrimination and characteriza-
tion of the six landscape types in the study area.

From north to south, the forest corridor follows the 
highest relief of the island, dividing Madagascar’s land-
scape into two groups. On its eastern side, which 
receives the most rainfall, the vegetation is tropical 
and humid. The western slopes of the plateaus are 
much drier. The climatic organization (east-west), com-
bined with the distribution of urban centers along the 
RN7, explains the longitudinal organization of the local 
landscapes. The radiometric landscape map clearly 
shows this spatial structure in strips on either side of 
the forest corridor. The forest corridor (landscape 
class 4) is characterized by high vegetation indices 
throughout the year, low texture values, and consists 
almost entirely of tree cover. The strip to the east of the 
corridor consists mainly of dense secondary vegetation 
(shrubland) with a few cultivated plots and low texture 
values (class 5). In the coastal region of the Indian 
Ocean, where the population density is high, appears 
a new landscape (class 6) with high texture values, 
typical of mosaics of crop and natural vegetation. To 
the west, on the high plateaux, the savannah landscape 
has a low vegetation productivity and a high spatial 
heterogeneity marked by cultivation, depending on 
the distance from the north-south road axis and the 
presence of towns (classes 1 and 2). These results show 
that our approach can identify and delineate the gradi-
ent and major regions of a complex region in a way that 
satisfies experts and is consistent with existing land 
cover products.

6. Conclusions

In this paper we have proposed an ambitious and origi-
nal method that lays the foundations for a new approach 
to landscape mapping that overcomes some of the major 
limitations of the existing biophysical methods. The 
method is based on an original concept that does not 
depend on measured (climate data) or interpreted pro-
ducts (such as land cover maps), but only on remote 

sensing data. The method is statistically sound, and can 
be replicated at different scales and locations, at no cost.

Applied to a site in central Madagascar, the 
approach resulted in a radiometric landscape map 
that highlights typical characteristic areas, such as eco-
logical corridors, contrasting landscapes from east to 
west as a result of different climatic conditions and 
agricultural practices. This map is in agreement with 
the ground observations. However, it is important to 
keep in mind that there is no single landscape map, but 
rather a variety of maps depending on the objective 
being pursued. The method proposed in this paper, like 
all existing methods, cannot take into account all the 
dimensions of the landscape without important trade- 
offs. Despite all the possible ways still to be explored, 
we believe that the method produces a generic map 
that has the merit of being as objective as possible and 
not dependent on existing thematic layers.

We hope that the method presented in this paper 
serves as a first step toward a generic framework for 
producing radiometric landscapes, and that it could be 
applied and tested in different parts of the world. The 
data sets, the satellite image pre-processing, the seg-
mentation and clustering algorithms all have an 
impact on the final map. Further research is thus 
needed to stabilize the automatic Earth observation 
data processing chain, to analyze the impact of adding 
other RS-ELVs to the process, and to evaluate the 
approach in different application domains (biodiver-
sity conservation, land planning, agro-ecological zon-
ing, etc.) using ground data and expertise.
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Appendices

Appendix 1.

Example of the PCA correlation circle of the Haralick MODIS texture indices calculated on the mean MODIS NDVI image 
(2016–2020); the redder the indices, the stronger their contribution to the dimensions axis.

Appendix 2.

The segmentation Global Scores

Johnson and Xie (2011) proposed an unsupervised method to evaluate the quality of multispectral image segmentations. The 
method relies on the weighted variance wV (Equation 1) as a measure of intra-segment homogeneity, and the Moran’s 
autocorrelation index M (Equation 2) as a measure of inter-segment disparity (Espindola et al. 2006). 

wV ¼
Pn

i¼1 ai � vi
Pn

i¼1 ai
(1) 

where n is the total number of segments, a is the area of the segment i and v the variance of the segment i. 

M ¼
n
Pn

i¼1

Pn

j¼1
ωijðyi � �yÞðyi � �yÞ

Pn

j¼1
ðyi � �yÞ2

P

i�j

P
ωij

 ! (2) 

where n is the total number of regions, wij is a measure of the spatial proximity of the segments, yi is the mean value of segment i, and 
y is the mean value of the image. Each weight wij is a measure of the spatial proximity of segments i and j (if the segments are 
adjacent, wij is equal to 1; otherwise, it is equal to 0).

For each segmentation scale, wV and M are calculated for each variable (or band), and normalized (wVnorm and Mnorm) in 
order to balance their relative importance. Two versions of wVnorm and Mnorm are proposed: a min-max normalization 
(Equation 3), and the normalization proposed by Böck et al. (2017) (Equation 4) which was shown to make the global score 
less dependent on the tested segmentations (stabilization of the optimal value).
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wVnorm ¼
V � Vminð Þ

Vmax � Vminð Þ
& Mnorm ¼

M � Mminð Þ

Mmax � Mminð Þ
(3) 

wVnorm ¼
V
V 0

& Mnorm ¼
M þ 1ð Þ

2
(4) 

with V’ the variance of the image.
To assess the optimum segmentation scale, the evaluation global score J is provided (Equation 5).

J ¼ wVnorm þMnorm (5) 
For multiband images, Johnson and Xie (2011) recommended averaging the global scores calculated for each band 
individually.

Appendix 3.

Mean (and standard deviation) of RS-ELV values for the six classes of the radiometric landscape map. Mean NDVI 
corresponds to the mean NDVI of the MODIS time series (2016-2020). Seasonal (Oct and April) NDVI and NDWI, 
and NDVI-textural indices were calculated from Sentinel-2 images acquired in 2019 (see text for details). 

MODIS S2 S2 S2 S2 S2 S2 S2 S2
Landscape NDVI NDVI NDVI NDWI NDWI Entropy H-correl Entropy H-correl
class mean April Oct April Oct April April Oct Oct

5 0.742 0.720 0.670 0.608 0.419 0.134 149.97 0.539 166.15
(0.033) (0.088) (0.123) (0.10)7 (0.198) (0.271) (11.16) (0.397) (22.01)

1 0.465 0.602 0.478 0.356 0.045 0.782 177.42 1.451 197.21

(0.060) (0.099) (0.098) (0.145) (0.179) (0.455 (29.38) (0.372) (55.90)
2 0.602 0.671 0.569 0.444 0.187 0.359 158.49 1.196 209.34

(0.068) (0.091) (0.112) (0.151) (0.197) (0.357) (20.67) (0.511) (41.09)
3 0.726 0.729 0.696 0.565 0.409 0.136 150.04 0.445 162.76

(0.060) (0.078) (0.114) (0.148) (0.210) (0.219) (13.01) (0.414) (23.13)
4 0.835 0.803 0.817 0.698 0.611 0.157 152.11 0.639 182.48

(0.029) 0.046) (0.076) (0.070) (0.142) (0.238) (15.69) (0.470) (45.48)

6 0.667 0.640 0.578 0.535 0.370 0.455 165.04 1.038 200.44
(0.058) (0.183) (0.169) (0.161) (0.191) (0.567) (34.14) (0.579) (49.37)
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