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Two new algorithms Polynomial Model Search and Global Modelling were introduced 

in the main body of the present work [1]. Three systems are considered to test the robustness 

and the accuracy of both algorithms: one theoretical, one experimental and one 

environmental. The Rössler sytem [2] is used as theoretical benchmark. The three variables of 

this system were considered one by one in order to account for the different degrees of 

observability [3]. Measurements resulting from the electrodissolution of copper in phosphoric 

acid [4] were used as an experimental case.  The cycle of rainfed wheat was chosen as an 

environmental case of study, based on vegetation index measured from satellite [5]. 

Global modeling aims at building mathematical models of concise description. Several 

models were obtained for each of the three systems considered in the study. These models are 

3-dimensionnal (n = 3) and rely on Equation (3) presented in [1], in a polynomial formulation. 

The object of the present Supplemental Material is to provide explicitly the formulation of the 

models obtained for each of these systems and the transition matrices used for their validation 

(or invalidation). The transition matrices of the models are provided only when a partition 

could be obtained from the first return map. Transition matrices estimated from the original 

data set are also provided for comparison. The detailed introduction as well as a complete 

description of the data sets, theoretical background and algorithms are provided in [1] 

together with a discussion of the results. 

 

1 The Rössler system 

 

1.1 Rössler-x2 

 

Two models were obtained from the Rössler-x2 variable, the 9-term model (of maximum 

degree q = 2) reads: 
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and the 7-term model (of maximum degree q = 2, also) reads: 
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The (Markov) transfer matrix and corresponding binary transfer matrix were estimated 

from the first return maps presented in Figure 5 (see Tables 2 & 3 for details). For the 9-term 

model, these matrices read: 
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and for the 7-term model: 
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These matrices should be compared to the following ones estimated from the original 

signal of variable x2: 
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1.2 Rössler-x1 

 

Three models were obtained from the x1 variable. The 13-term model (of maximum 

degree q = 4) reads: 
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and its tuned version was obtained by multiplying by 0.9 the parameter corresponding to 

term
3X . The 9-term model (of maximum degree q = 4, also) reads: 
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and the 10-term model (maximum degree q = 3) reads: 

 

 

3

1

1

2

2

13

2

1

2

21

1-

21

12

31

3-

1

2

2

232

-1

3

1

321

05.430887.1+

7.1995821.237751+07.998291.1+

03.109967.1 02.101548.1+ 09.143745.1

1.481552+ 02.847528.1 101.671440.,,

X

XXXXXX

XXXXX

XXXXXXXP







  (8) 

 

The tuned model derived from this latter 10-term model was obtained by multiplying by 0.92 

the parameter corresponding to term 3X . The following (Markov) transfer matrix and 

corresponding binary transfer matrix were estimated from the first return maps shown in 

Figure 6 (see Tables 2 & 3 for details). For the 13-term model, these matrices read: 
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and after tuning the parameter corresponding to term 3X : 
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For the 9-term model, transfer matrices read: 
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For the 10-term model, transfer matrices read: 

 

 



















0000

0

0

00

0

11.021.010.0

24.014.003.0

13.004.0

3

2

1

0

3210

45.040.015.0

3210

   

 



















0000

0

0

00

0

111

111

11

3

2

1

0

3210

111

3210

   (12) 

 

and after tuning the coefficient corresponding to term 3X : 
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These matrices should be compared to the matrices estimated from the original signal of 

variable x1: 
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The small differences, when comparing the matrices obtained from variable x2 (with Eq. 

15) with these latter ones obtained from variable x1 (Eq. 24), may arise from the imprecision 

when choosing the boundary limit between two symbols in the partition of the first return 

map. 

 

1.3 Rössler-x3 

 

One 30-term model was obtained from the x3 variable of the Rössler system. The model 

(of maximum degree q = 5) reads: 
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The tuned version of the model was obtained by multiplying by 1.002 the parameter 

corresponding to term 2

2X . The following (Markov) transfer matrix and corresponding binary 

transfer matrix were estimated from the first return maps shown in Figure 7 (see Tables 2 & 3 

for details). For the 30-term (not tuned) model, these matrices read: 
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and after tuning the coefficient of term 2

2X , transfer matrices become: 
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These distributions and matrices should be compared to the transfer matrices estimated from 

the original variable x3: 
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Here again, small differences (when comparing to the matrices resulting from variables 

x2 and x1, see Eq. 15 & 24) may arise from the imprecision when choosing the boundary limits 

for the symbols’ partition in the first return map. 

 

2 The electrodissolution of copper in phosphoric acid 

 

Two parameterizations of the 21-term model (of maximum degree q = 4) were obtained 

for the electrodissolution of copper in phosphoric acid. The first one (noted 21-p., see figures 

8c and 8d) reads: 
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and the second one (noted 21-p.
*
, see Figure 8e and 8f) reads: 
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The tuned version of this second model (noted 21-p.
* opt

) was obtained by multiplying by 

1.002 the parameter corresponding to term 
2

3

1 XX  (see Figure 8g). The (Markov) transfer 

matrix and corresponding binary transfer matrix were estimated from the first return map 

shown in Figure 8, (see Tables 2 & 3 for details). For the 21-term model (21-p.) , these 

matrices read: 
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And for the alternative 21-term model, the following matrices were obtained using the tuned 

version of the model (21-p.
* opt

): 
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These distributions and matrices should be compared to the estimates obtained from the 

original data set: 
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3 The cycle of rainfed wheat 

 

One 15-term model was obtained for rainfed wheat in the semi-arid climatic region in 

North Morocco. The model is of maximum degree 3 (q = 3) and reads: 

 

 

3

1

4

2

2

1

4

3

2

1

12

1

42

21

2

321

2

21

4

311

33

2

2

2

2

22

32

1-

32

1

2

33

321

342.101.604+ 196.102.331

987.101.824+986.102.163679.104.843+

770.101.926775.102.064+

 8628.571 550.109.416+ 373.101.597

 070.102.391 200.106.763 279.108.897+

 146.104.504616.101.309,,

XXX

XXXXX

XXXXX

XXXX

XXXXX

XXXXP













  (24) 

 

References 

 

[1] Mangiarotti S., Coudret R., Drapeau
 
L. & Jarlan L., 2012. Polynomial search and global 

modeling – two new algorithms for modeling chaos. Physical Review E. 

[2] Rössler O., 1976. An Equation for Continuous Chaos, Physics Letters, 57A (5), p. 397–

398. 

[3] Letellier C., Aguirre L.A. & Maquet J., 2005. Relation between observability and 

differential embeddings for nonlinear dynamics. Physical Review E, 71, 066213. 

[4] Bassett M. R. & Hudson J. L., 1989. Quasi-Periodicity and chaos during an 

electrochemical reaction, The Journal of Physical Chemistry, 93, 2731–2737. 

[5] Tucker C.J., Pinzon J.E., Brown M.E., Slayback D.A., Pak E.W., Mahoney R., Vermote 

E.F. & Saleous N.E., 2005. An extended AVHRR 8-km NDVI dataset compatible with 

MODIS and SPOT vegetation NDVI data. International Journal of Remote Sensing, 26:20, 

4485–4498, doi:10.1080/01431160500168686. 

 


